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Abstract—In this paper, a novel multimedia identification system based on quantum hashing is considered. Many traditional systems are based on binary hash which is obtained by encoding intermediate hash extracted from multimedia content. In the system considered, the intermediate hash values extracted from a query are encoded into quantum hash values by incorporating uncertainty in the binary hash values. For this, the intermediate hash difference between the query and its true-underlying content is considered as a random process. Then, the uncertainty is represented by the probability density estimate of the intermediate hash difference. The quantum hashing system is evaluated using both audio and video databases, and with marginal increment in computational cost, the quantum hashing system is shown to be more robust against various distortions than the binary hashing system using the same intermediate hash values.

Index Terms—Content identification, hashing, signal models.

 NOMENCLATURE

\( |0\rangle, |1\rangle \in \mathbb{H}^2 \)
Orthonormal basis vectors defined in a complex Hilbert space \( \mathbb{H}^2 \);

\( D \in \mathbb{Z} \)
Dimensionality of the intermediate hash vector: \( D \) depends on the intermediate hash type;

\( K \in \mathbb{Z} \)
Number of intermediate hash vectors extracted from the query: \( K \) depends on the length of the query multimedia content;

\( \mathbf{v}[k] \in \mathbb{R}^D \)
\( D \)-dimensional real-valued, \( k \)th intermediate hash vector extracted from the query;

\( \psi_d[k] \in \mathbb{R} \)
\( d \)th element of \( \mathbf{v}[k] \);

\( \psi_d' \in \mathbb{C} \)
Complex-valued weights of \( |1\rangle \) and \( |0\rangle \) in \( \psi_d[k] \);

\( c_d[j] \in \mathbb{B} \)
D-dimensional binary hash vector extracted from \( \psi_d'[k] \);

\( \gamma_l(q_d[k], c_d[j+1]) \)
Dissimilarity between \( q_d[k] \) and \( c_d[j+1] \) whose range is the set of real numbers between 0 and 1.

\( \gamma_{l,\beta}(q_d[k], c_d[j+1]) \)
Integer quantized version of \( \gamma_l(q_d[k], c_d[j+1]) \) whose range is the set of integer numbers between 0 and \( \beta \).

\( \hat{q}_K \in \mathbb{H}^{K\cdot D} \)
(\( KD \))-dimensional quantum hash vector created by concatenating \( q[0], q[1], \ldots, q[K-1] \);

\( \hat{c}_{K,j} \in \mathbb{B}^{K\cdot D} \)
(\( KD \))-dimensional binary hash vector created by concatenating \( c[j], c[j+1], \ldots, c[j+K-1] \);

\( \Gamma_l(\hat{q}_K, \hat{c}_{K,j}) \)
Dissimilarity function between \( \hat{q}_K \) and \( \hat{c}_{K,j} \) whose range is the integer numbers between 0 and \( KD \).

\( \tau \in \mathbb{R} \)
Threshold value of an accept/reject decision (see Section II-B2 for details);

\( \theta_{e_d} \)
Parameter vector whose first and second elements are the mean and the variance of \( e_d[k] \), respectively;

\( p_{e_d}(x) \)
Normal approximation of \( p_{e_d}(x) \);
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and it is mathematically defined. Using the qubit notation, and denote the probabilities that is a superposition of two states. For these applications, a binary DB is incorporated to reduce the computational cost and storage [1]–[7].

This paper considers an MH system based on a binary hash DB. Fig. 1 illustrates a general binary hash extraction incorporated in the aforementioned systems [1]–[7]. In these systems, various feature vectors are encoded as binary hash values. In this paper, the feature vectors to be encoded into binary hash are referred to as intermediate hash. In Haitsma and Kalker [1], the intermediate hash value is the temporal difference of block mean luminance difference between adjacent bands of an audio data, and the intermediate hash is encoded into binary hash using an 1-bit quantizer. In Oostveen et al. [2], the intermediate hash value is the temporal difference of block mean luminance difference between adjacent blocks of a video data, and the intermediate hash is encoded into binary hash using an 1-bit quantizer. The input to an MH system is assumed to be perceptually equivalent but slightly different from the contents used in the DB construction. Henceforth, the content used in the DB construction will be referred to as original content. The input is considered as a degraded version of original content, for example, the original content that has undergone some lossy compression such as MP3, WMA, DivX, etc. The intermediate hash value of the original content is most likely to be different from that of its degraded version. In this paper, we call the difference between the original and its degraded version as distortion. Hereafter, for simplicity, we call the intermediate hash difference between the original and its degraded version as intermediate hash difference.

The proposed quantum hashing (QH) system aims to improve the robustness of the binary hashing (BH) systems by explicitly considering the effects of the distortion in the binary encoding. Whereas, aforementioned BH systems have concentrated on developing robust intermediate hash against distortions. As illustrated in Fig. 2(a), a BH system extracts a bit sequence as binary hash, and the bits are represented by transparent and opaque balls denoting the bit 0 and 1, respectively. Rather than using definitive hash values, the QH system incorporates uncertainty in the hash values, and this is represented in Fig. 2(b) by the opacity of a ball denoting the uncertainty of being bit 0. For mathematical representation, we use the qubit notation which originates from the quantum information theory [8], [9].

A qubit \(|\psi\rangle\) in a Hilbert space \(\mathbb{H}^2\) is a superposition of two orthonormal qubit bases \(|0\rangle\) and \(|1\rangle\), and it is mathematically represented as follows [8]:

\[
|\psi\rangle = \psi_0|0\rangle + \psi_1|1\rangle \in \mathbb{H}^2
\]

where \(|\psi_0|^2\) and \(|\psi_1|^2\) denote the probabilities that \(|0\rangle\) and \(|1\rangle\) are observed in \(|\psi\rangle\), respectively. Using the qubit notation, Deutsch [10] established the concept of quantum computer. Based on this concept, Shor [11] proposed an efficient factorization algorithm, and Grover [12] proposed an efficient search algorithm. In neural networks, Kak [13] proposed quantum neural computation, and Li and Zheng [14] and Zhou et al. [15] proposed concepts such as quantum neuron and perceptron. Unlike previous studies which are based on quantum computers, Eldar [16] proposed quantum signal processing by imposing some properties of quantum mechanics to conventional signal processing algorithms.

In the system considered, the weights of two qubit bases \(|0\rangle\) and \(|1\rangle\) are derived from the probability that the binary hash value of the true-underlying content of the query (the undistorted original content associated with the query) is 0 or 1. For this, the intermediate hash difference is modeled as a random process, and its probability density function (PDF) is estimated from the sampled data of the query. Finally, the probability of the binary hash value being 0 or 1 is computed using the PDF of the intermediate hash difference. The QH system is evaluated using both audio and video DB, and it is found that the QH system is more robust against various types of distortions than a BH system without much loss in complexity and computational load.
The remainder of this paper is organized as follows: Section II describes the proposed QH system. Section III describes how the weights in a qubit are computed. Section IV presents experimental results, and Section V concludes this paper.

II. QUANTUM HASHING FOR MULTIMEDIA

A. Binary Multimedia Hashing System

Fig. 3 illustrates the block diagram of an MH system with BH and QH modes. When a query is fed into the system, the system extracts intermediate hash from the query. If the BH mode is selected, then the system encodes the intermediate hash into binary hash like conventional BH systems used in many applications [1], [2], [4]–[7], [17], [18]. Afterwords, DB search is performed to retrieve candidate binary hash vectors in the DB that are likely to matched with the query. Then, the Hamming distance between the query binary hash vector and the candidate binary hash vector is computed. Finally, the system accepts the candidate as the query if the Hamming distance is smaller than a preset threshold or rejects otherwise. If a candidate is accepted, then the system outputs the meta-data associated with the candidate. This paper will focus on the accept/reject decision using the quantum hash, and details concerning DB search are considered outside the scope of this paper. Among various hashing algorithms, this paper considers the normalized spectral sub-band moments (NSSM) [19] as the intermediate hash values for audio hashing and the centroid of gradient orientation (CGO) [20] as the intermediate hash values for video hashing: see Appendix for details regarding NSSM and CGO.

1) Binary Hashing: Let us denote a $D$-dimensional intermediate hash vector $v[k] \in \mathbb{R}^D$ extracted from the kth frame of multimedia content as follows:

$$v[k] = [v_0[k], v_1[k], \ldots, v_D[k]]^T \quad k = 0, 1, \ldots, K - 1$$

where $K$ is the number of intermediate hash vectors in the query. Let $b[k] \in \mathbb{B}^D$ and $c[j+k] \in \mathbb{B}^D$ be the $k$th $D$-dimensional binary hash vector of a query and the $j + k$th $D$-dimensional binary hash vector in the DB, respectively. $q[k] \in \mathbb{B}^{2D}$ is the quantum hash vector of the query. Refer to Sections II-A and II-B for detailed explanation and definitions.

The Hamming weight of $v[k]$ is defined as the sum nonzero elements of a bit sequence $v[k]$.

$$w_1(v[k]) = \sum_{i=0}^{D} v_i[k]$$

where $w_1(v[k])$ is the Hamming weight of $v[k]$. Also let $b_d[k] \in \mathbb{B}$ be the $d$th element of $b[k]$. In this paper, it is assumed without loss of generality that $v_d[k] \in \mathbb{R}$ is encoded into a bit $b_d[k]$ as follows:

$$b_d[k] = f_k(v_d[k])$$

where $f_k : \mathbb{R} \rightarrow \mathbb{B}$ is defined by

$$f_k(x) = \begin{cases} 
1, & \text{if } x \geq \kappa \\
0, & \text{otherwise}
\end{cases}$$

where $\kappa$ is a certain threshold (for example, the median of intermediate hash values).

B. Quantum Hashing

Depending on the severity of the distortion, the Hamming weight of $D$-bit binary hash difference between a query and its true-underlying content can vary from 0 to $D$. The proposed QH system evaluates the probability that each bit of the $D$-bit binary hash difference is 1. When the system in Fig. 3 operates in the QH mode, the intermediate hash from the query is encoded into the quantum hash. As illustrated in Fig. 3, the QH algorithm is designed to use the same intermediate hash and the binary hash DB as the BH algorithm. The QH system is different from the BH system in that the quantum hash is incorporated in encoding of the intermediate hash and making accept/reject decision as illustrated in Fig. 3. This section discusses two issues of 1) extracting quantum hash from a query and 2) making an accept/reject decision using quantum hash values.

The Hamming weight is defined as the sum nonzero elements of a bit sequence [21].
1) Extracting Quantum Hash From a Query: In the QH system, \( v_d[k] \) is modeled as follows:

\[
v_d[k] = \tilde{v}_d[k] + c_d[k]
\]  
(5)

where \( \tilde{v}_d[k] \in \mathbb{R} \) is the intermediate hash value of the true-underlying content associated with the query content, and \( c_d[k] \in \mathbb{R} \) represents the intermediate hash difference. We assume that \( c_d[k] \) and \( \tilde{v}_d[k] \) are independent. Let \( \hat{b}_d[k] = f_i(\tilde{v}_d[k]) \). Then, the query intermediate hash value \( v_d[k] = \psi \) is encoded into qubit \( q_d[k] \in \mathbb{H}^2 \) as follows:

\[
q_d[k] = \psi_d[k] [0] + \psi^*_d[k] [1]
\]  
(6)

where

\[
|\psi_d[k]|^2 = P(\hat{b}_d[k] = 0|v_d[k] = \psi)
\]

\[
|\psi^*_d[k]|^2 = P(\hat{b}_d[k] = 1|v_d[k] = \psi)
\]  
(7)

and where

\[
P(\hat{b}_d[k] = 0|v_d[k] = \psi) = P(\tilde{v}_d[k] < k|v_d[k] = \psi)
\]

\[
P(\hat{b}_d[k] = 1|v_d[k] = \psi) = P(c_d[k] > \psi - \kappa).
\]  
(8)

In Section III, we describe how \( P(c_d[k] > \psi - \kappa) \) is computed.

2) Making an Accept/Reject Decision Using Quantum Hash Values: The QH system uses the same binary hash DB as the BH system. Therefore, it is necessary to define the dissimilarity between the quantum hash value from a query and a binary hash value in the DB. Let \( c[j] \in \mathbb{B}^D \) be the \( j \)th binary hash vector in the DB which is given by

\[
c[j] = [c_0[j], c_1[j], \ldots, c_{D-1}[j]]^T
\]  
(9)

for \( j = 0, 1, \ldots, J - 1 \), where \( J \) is the number of binary hash vectors in the DB. Based on the qubit notation, we define the dissimilarity \( \gamma : \mathbb{H}^2 \times \mathbb{B} \rightarrow [0, 1] \) between \( q_d[k] \in \mathbb{H}^2 \) and \( c_d[j] \in \mathbb{B} \) as follows:

\[
\gamma(q_d[k], c_d[j]) = \begin{cases} 
|\psi_d[k]|^2, & \text{if } c_d[j] = 0 \\
|\psi^*_d[k]|^2, & \text{otherwise}
\end{cases}
\]

\[
= \begin{cases} 
(1 - P(c_d[k] > \psi - \kappa))^{1/2}, & \text{if } c_d[j] = 0 \\
P(c_d[k] > \psi - \kappa)^{1/2}, & \text{otherwise}
\end{cases}
\]  
(10)

where \( l \) is a preset parameter. Furthermore, in the system considered, (10) is quantized as an integer value as follows:

\[
\tilde{\gamma}_{l, \beta}(q_d[k], c_d[j]) = \lfloor \beta \cdot \gamma(q_d[k], c_d[j]) \rfloor
\]  
(11)

\[
= \begin{cases} 
|\beta| |\psi_d[k]|^2, & \text{if } c_d[j] = 0 \\
|\beta| |\psi^*_d[k]|^2, & \text{otherwise}
\end{cases}
\]  
(12)

where \( \beta \) is a preset scaling factor, and \( \lfloor x \rfloor \) denotes the largest integer that is equal or less than \( x \).

Let \( q[k] \in \mathbb{H}^{2D} \) be the quantum hash vector extracted from the \( k \)th frame of the query as follows:

\[
q[k] = [q_0[k], q_1[k], \ldots, q_{D-1}[k]]^T.
\]  
(13)

Let \( \bar{q}_K \) be the concatenation of all \( K \) quantum hash vectors in the query as follows:

\[
\bar{q}_K = [q[0]^T, q[1]^T, \ldots, q[K - 1]^T]^T.
\]  
(14)

In this paper, the query and the candidate in the DB are assumed to have the same length; thus \( \bar{q}_K \) must be matched with \( K \)-consecutive binary hash vectors in the DB. For this, let \( \tilde{c}_{K,j} \) be the concatenation of \( K \) binary hash vectors starting from the \( j \)th binary hash vector in the DB as follows:

\[
\]  
(15)

In order to make an accept/reject decision of \( \bar{q}_K \) as \( \tilde{c}_{K,j} \) for a given \( j \), the following hypotheses test is performed:

\[
H_0 : \tilde{c}_{K,j} \text{ corresponds to } \bar{q}_K,
\]

\[
H_1 : \tilde{c}_{K,j} \text{ does not correspond to } \bar{q}_K.
\]  
(16)

Let \( \bar{q}_K[m] \in \mathbb{H}^2 \) and \( \bar{c}_{K,j}[m] \in \mathbb{B} \) be the \( m \)th element of \( \bar{q}_K \) and \( \tilde{c}_{K,j} \), respectively. Using (12), hypothesis testing (16) is performed as follows:

\[
\Gamma_l(\bar{q}_K, \tilde{c}_{K,j}) = \beta^{1 - 1} \sum_{m=0}^{KD-1} \tilde{\gamma}_{l, \beta}(\bar{q}_K[m], \bar{c}_{K,j}[m])
\]

\[
\frac{H_1}{H_0} \geq \tau,
\]  
(17)

where \( \tau \) is a preset threshold. If the dissimilarity \( \Gamma_l(\bar{q}_K, \tilde{c}_{K,j}) \) is smaller than a preset threshold \( \tau \), the system accepts the null hypothesis \( H_0 \), which claims that \( \tilde{c}_{K,j} \) corresponds to \( \bar{q}_K \). Otherwise, the system accepts the alternative hypothesis \( H_1 \). The parameter \( l \) can be selected based on the performance, and we set \( l = 0.8 \) based on our experiments which will be shown in Section IV-C. In addition, the parameter \( \beta \) is selected for \( KD/\beta \) to be less than the maximum value of 16-bit integer for computational efficiency.

When extracting the quantum hash, we can compute both \( |\beta| |\psi_d[k]|^2 \) and \( |\beta| |\psi^*_d[k]|^2 \) in (12) for \( k = 0, 1, \ldots, K - 1 \) and \( d = 0, 1, \ldots, D - 1 \). Then, for any \( j \), the summation in (17) can be efficiently computed with \( KD \) integer additions by adding \( |\beta| |\psi_d[k]|^2 \) if \( c_d[j] = 0 \) and \( |\beta| |\psi^*_d[k]|^2 \) otherwise. Therefore, compared to the BH system, the QH system requires only marginal increment in computational cost of computing \( |\beta| |\psi_d[k]|^2 \) and \( |\beta| |\psi^*_d[k]|^2 \) for \( k = 0, 1, \ldots, K - 1 \) and \( d = 0, 1, \ldots, D - 1 \). The marginal increment in computational cost does not depend on \( J \), the DB size, which will be experimentally shown in Section IV-D.

3) Comparison Between Quantum Hashing and Binary Hashing: Previous MH systems use either binary hash DB or real-valued hash DB to find the matched pair of the query in the DB. If the system uses the binary hash DB, then it extracts binary hash from the intermediate hash, and then it finds the matched pair using the query binary hash. If the system uses the real-valued hash DB, it extracts real-valued hash from the query, and then it finds the matched pair using the query
real-valued hash. In real applications, the binary hash DB is more commonly used since the real-valued hash system requires huge storage and computational complexity.

The major difference between the QH and BH is the way the dissimilarity between the query and a candidate in the binary hash DB is computed. In the BH system, the system extracts intermediate hash from the query, and the intermediate hash is encoded into binary hash to find the matched pair in the binary hash DB. Then, the dissimilarity between the query and a candidate in the DB is computed using the Hamming distance between the query binary hash vector and the candidate binary hash vector. Since $v_d[k] \in \mathbb{R}$ is encoded into $b_d[k] = \{v_d[k]\} \in B$, the dissimilarity between the query intermediate hash value $v_d[k]$ and the candidate binary hash value $c_d[j + k]$ can be considered as a hard-decision function of $v_d[k]$ as illustrated in Fig. 4.

In the QH system, the dissimilarity between the query and a candidate in the DB is computed using (10) which measures the dissimilarity between the query quantum hash value $\psi_d[k]$ and the candidate binary hash value $c_d[j + k]$. Thus, the dissimilarity between $v_d[k]$ and $c_d[j + k]$ is a soft-decision function of $v_d[k]$ as illustrated in Fig. 5. Among the many possible soft-decision functions, we proposed a soft-decision function based on the distortion modeling described by (5). Section IV demonstrates the effectiveness of the proposed QH algorithm experimentally. Since the QH algorithm uses the same binary hash DB used by the BH algorithm, it does not require additional storage compared to the BH system. In addition, the accept/reject decision can be made with marginal increment in computational cost.

III. DISTORTION STATISTICS FOR QUANTUM HASHING

The weights $\psi^+_{d[k]}$ and $\psi^-_{d[k]}$ in qubit $q_d[k]$ are derived from the probability $P(e_d[k] > v - \kappa)$. In the system considered, $e_d[k]$ is assumed to be independent and identically distributed (i.i.d.) over $k = 0, 1, \ldots, K - 1$. Hereafter, we denote the PDF of $e_d[k]$ as $p_{e_d}(x)$.

A. Parametric Distortion Statistics

Let $\theta_{e_d} = [\mu_{e_d}, \sigma^2_{e_d}]$ be a parameter vector whose first and second elements are the mean and the variance of $e_d[k]$, respectively. Using $\theta_{e_d}$, the normal approximation $p_{e_d}(x; \theta_{e_d})$ of $p_{e_d}(x)$ can be written as follows:

$$p_{e_d}(x; \theta_{e_d}) = \frac{1}{\sqrt{2\pi\sigma^2_{e_d}}} \exp\left(-\frac{(x-\mu_{e_d})^2}{2\sigma^2_{e_d}}\right). \quad (18)$$

Given $v_d[k]$ for $k = 0, 1, \ldots, K - 1$, $\theta_{e_d}$ can be estimated in the maximum likelihood (ML) sense as follows:

$$\theta_{e_d} = [\mu_{e_d}, \sigma^2_{e_d}] = \left[\frac{1}{K} \sum_{k=0}^{K-1} v_d[k] - \hat{\mu}_{e_d}, \frac{1}{K} \sum_{k=0}^{K-1} (v_d[k] - \hat{\mu}_{e_d})^2 - \hat{\sigma}^2_{e_d}\right] \quad (19)$$

where $\hat{\mu}_{e_d}$ and $\hat{\sigma}^2_{e_d}$ are the mean and the variance of the $d$th element of true-underlying intermediate hash vectors: these ensemble mean and vector parameters can be precalculated from a set of development data of true-underlying contents, and are not estimated from the query. Finally, $P(e_d[k] > v - \kappa)$ in (8) can be computed as follows:

$$P(e_d[k] > v - \kappa) \approx 1 - \frac{1}{1 + \exp\left(-\sqrt{\pi\alpha_0/(\sigma_{e_d}\mu_{e_d})}\right)}. \quad (20)$$

In (20), the cumulative density function is approximated by a first order sigmoid for computational efficiency [22].

B. Nonparametric Distortion Statistics

In Section III-A, $p_{e_d}(x)$ is approximated with an assumption that $e_d[k]$ is normally distributed. However, it can be shown by using the kurtosis that $e_d[k]$ is not normally distributed for various distortions. Let $E_d = \{e_d[n] 0 \leq n \leq N - 1\}$ be a set of the $d$th element of the intermediate hash difference. The kurtosis of $e_d \in E_d$ is computed as follows [23]:

$$K_d = \frac{\sum_{e_d \in E_d} e_d^4}{\left(\sum_{e_d \in E_d} (e_d - \mu_d)^2\right)^2} - 3 \quad (21)$$

where $\mu_d$ is given by

$$\mu_d = \frac{1}{N} \sum_{e_d \in E_d} e_d. \quad (22)$$

Fig. 6 illustrates $K_d$. Details regarding the distortions labeled in the horizontal axis can be found in Section IV. When $e_d \in E_d$ follows a normal distribution, $K_d$ must be near 0. However,
as shown in Fig. 6, \( K_1 \) is usually much larger than 0, which implies that \( e_d \in \mathbb{E}_d \) does not follow a normal distribution. For this reason, a nonparametric distribution is considered to approximate \( p_{e_d}(x) \).

In this paper, it is assumed that \( e_d[k] \) is unobservable, and the estimate of \( p_{e_d}(x) \) must depend only on the observable \( v_d[k] \) and not \( e_d[k] \). Let \( \hat{V}_d(t) \) and \( \bar{V}_d(t) \) be the characteristic functions of \( v_d[k] \) and \( e_d[k] \), respectively. From the assumption that \( \hat{v}_d[k] \) and \( e_d[k] \) are independent, \( p_{e_d}(x) \) can be written as follows [24]:

\[
\hat{p}_{e_d}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp^{-itx} \left( \frac{V_d(t)}{\bar{V}_d(t)} \right)^* dt. \tag{23}
\]

To compute (23), \( \hat{V}_d(t) \) and \( \bar{V}_d(t) \) must be determined. When \( \hat{V}_d(t) \) is unknown, it can be computed from a set of development data of true-underlying contents with an assumption that \( \hat{v}_d[k] \) is iid over \( k \). In the system considered, the characteristics function \( V_d(t) \) of the query intermediate hash value \( v_d[k] \), is computed as follows:

\[
V_d(t) = \alpha \int_{-\infty}^{\infty} \hat{p}_{v_d}(x; h) \exp^{itx} dx + (1 - \alpha) \bar{V}_d(t) \tag{24}
\]

where \( \hat{p}_{v_d}(x) \) is the empirical PDF computed from \( \{v_d[k]\} \). Finally, using \( \hat{V}_d(t) \) and \( \bar{V}_d(t) \), \( p_{e_d}(x) \) in (23) is computed. In the experiments, \( \hat{p}_{v_d}(x) \) was estimated in two different ways. First, \( \hat{p}_{v_d}(x) \) is directly computed using the histogram. Second, \( \hat{p}_{v_d}(x) \) is obtained using the Parzen window with the Gaussian kernel as follows:

\[
\hat{p}_{v_d}(x) = \frac{1}{K \sqrt{2\pi h^2}} \sum_{k=0}^{K-1} \exp^{-|x-v_d[k]|^2/2h^2} \tag{25}
\]

where \( h \) is a bandwidth. To find the optimal \( h \), we use a fast optimal bandwidth selection algorithm proposed by Raykar and Duraiswani [25]. In their algorithm, the plug-in optimal bandwidth selection has been efficiently performed using the Gaussian kernel density derivative estimate: details regarding the optimal bandwidth selection and the plug-in method can be found in the following papers [25], [26]. In our experiments, we used \( \alpha = 0.06 \) since the number of samples is smaller than the number of bins to compute \( \hat{p}_{e_d}(x) \): the empirical probability is computed using 100 histogram bins, and we will use \( K = 50 \) for audio and \( K = 100 \) for video hashing experiments. Finally, using (23), \( P(e_d[k] > v - \kappa) \) is computed as follows:

\[
P(e_d[k] > v - \kappa) = \int_{v-\kappa}^{\infty} \hat{p}_{e_d}(x) dx. \tag{26}
\]

IV. EXPERIMENTS

In this paper, the NSSM and the CGO are used as intermediate hash for audio hashing experiments and video hashing experiments, respectively. The NSSM and the CGO values are symmetrically distributed around 0, and these are normalized beforehand so that its dynamic range is from -1 to 1 [19], [20]. Thus, we use \( f_{h=-\sigma}(x) \) in (4) for binarization.

A. Audio Hashing

The QH and BH systems were evaluated using the audio hash DB generated from 1000 songs of various genres such as classic, jazz, pop, rock, etc., which amounts to 62-h playing time. For audio hashing experiments, the hypotheses testing (16) is performed using 11677 matched pairs (the original content and its distorted version) and 3461343 mismatched pairs (different contents). The length of contents in each pair is 9.29 s.

In our audio experiments, we used the 16-dimensional NSSM from 16 critical bands between 300 and 5300 Hz, which were extracted at every 185.8 ms [19]. Thus, the dimensionality of each hash vector is \( D = 16 \), and the number of hash vectors in the query is \( K = 50 \). In the BH system, the \( (KD = 800) \)-dimensional query binary hash vector is matched with an 800-dimensional candidate binary hash vector. Also, in the QH system, the 800-dimensional query quantum hash vector is matched with an 800-dimensional candidate binary hash vector. In addition, we set \( \beta = 40 \), thus \( KD/\beta \) is less than the maximum of 16-bit integer. The following distortions were considered in our audio hashing experiments.2

1) Equalization: adjacent band attenuation set to a random gain between -6 dB and 6 dB + 96 kbps lossy MP3 compression;
2) Noise: white noise of signal-to-noise ratio (SNR) 25 dB + 96 kbps lossy MP3 compression;
3) Echo: echo insertion with filter-emulating old-time radio + 96 kbps lossy MP3 compression;
4) Composite Set 0: Equalization + Noise + Echo + Envelop tremors + 96 kbps lossy MP3 compression;
5) Composite Set 1: echo insertion with filter-emulating ambient metal room + pitch decrement by 1% + 92.9 ms shift + 96 kbps lossy MP3 compression;
6) 32 kbps: 32 kbps lossy compression;
7) Telephone: telephone channel filtering.

2Examples of distorted audio clips are available at http://mmp.kaist.ac.kr/qh
In our experiments, the false alarm and the detection probabilities of each distortion set are computed using different threshold \( \tau \) in (17). The performance of an MH system depends on how the query is distorted. In real situation, the queries to the system may be differently distorted, and the system does not know how the query is distorted. Thus, we also evaluated the QH and BH systems with a mixed query, which is a union of the five distortion sets (Echo, Composite Set 0, Composite Set 1, 32 kbps, and Telephone). When evaluating the mixed query, the system is not provided with how each query is distorted. Thus, it can be considered as a blind retrieval test.

Hereafter, we abbreviate the QH systems whose distortion distributions are estimated using normal, histogram, and Parzen window as QHN, QHH, and QHP, respectively. Table I summarizes the equal-error rate (EER) of our audio hashing experiments, where the EER is defined as the probability that the false alarm probability is equal to the miss probability (one minus detection probability). Fig. 7 illustrates the detection error trade-off (DET) curves [27] of the QH and the BH systems. Fig. 8 illustrates the histograms of the dissimilarity \( \Gamma_i(\hat{q}_K, \tilde{c}_{K,j}) \) in (17) computed using matched and mismatched pairs of the audio data. The DET curves and EER values in Fig. 7 and Table I are empirically obtained from the abovementioned matched and mismatched pairs. When computing the EER, we first find the threshold where the absolute difference between the false alarm and the miss probabilities is a minimum. Then, the EER values are computed as the maximum of the false alarm probability and the miss probability. In these experiments, we set \( I = 0.8 \).

The NSSM is robust against *Equalization*, *Noise* and *Telephone*, thus the performance improvement of the QH system over the BH systems was not significant, as shown in
| TABLE I  
EERs (%) FROM AUDIO HASHING EXPERIMENTS  

<table>
<thead>
<tr>
<th>Proposed</th>
<th>Proposed</th>
<th>Proposed</th>
<th>Binary</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Normal)</td>
<td>(Histogram)</td>
<td>(Parzen)</td>
<td>Hashing</td>
</tr>
<tr>
<td>Equalization</td>
<td>2.57E-02</td>
<td>1.13E-04</td>
<td>3.37E-05</td>
</tr>
<tr>
<td>Noise</td>
<td>6.85E-02</td>
<td>5.45E-02</td>
<td>1.71E-02</td>
</tr>
<tr>
<td>Echo</td>
<td>3.43E-02</td>
<td>5.99E-02</td>
<td>1.88E-01</td>
</tr>
<tr>
<td>Composite Set 0</td>
<td>9.00E-01</td>
<td>2.53E+00</td>
<td>4.51E+00</td>
</tr>
<tr>
<td>Composite Set 1</td>
<td>1.63E-01</td>
<td>5.69E-01</td>
<td>1.59E+00</td>
</tr>
<tr>
<td>32kbps</td>
<td>8.56E-02</td>
<td>2.78E-02</td>
<td>9.32E-03</td>
</tr>
<tr>
<td>Telephone</td>
<td>8.56E-02</td>
<td>1.20E-01</td>
<td>7.17E-02</td>
</tr>
<tr>
<td>Mixed Query</td>
<td>3.70E-01</td>
<td>1.19E+00</td>
<td>3.49E+00</td>
</tr>
</tbody>
</table>

Fig. 7(a), (b), and (g). When the query is seriously distorted by Echo, Composite Set 0, and the QHN and the QHH outperformed the BH system as shown in Fig. 7(c)-(e), and the EER values in Table I. In Equalization and Noise, the QHH outperformed the BH as shown in Fig. 7(a) and (b). In 32 kb/s, the QHH performed as well as the BH, and the QHN performed the worst. The reason for this can be found in Fig. 6(a), where the Noise, 32 kb/s and Equalization have the first, second and third largest kurtosis, respectively. Thus, their distribution is far from being normal distribution (whose kurtosis is 0), and modeling the distribution with a normal distribution is inappropriate for these distortions. Therefore, the QHN did not perform well in these cases. However, the distortion in the Equalization and Noise is not severe, thus both the BH and QHH systems performed well. A supporting evidence for this can be obtained from the signal-to-distortion ratio (SDR), which was computed using the original and its distorted version. The SDR of the Noise was 17.33 dB while that of the 32 kb/s was 7.17 dB. The largest SDR of 22.14 dB was observed in the Equalization, and the smallest SDR of 3.72 dB was observed in the Composite Set 0.

In Fig. 7 and Table I, the QHN outperformed the QHH in most cases except for Equalization, Noise and 32 kb/s. Our conjecture for this is that the QHH requires more intermediate hash vectors than $K = 50$ to appropriately estimate $p_{x|x}(x)$. The normal approximation of $p_{x|x}(x)$ is effective for small kurtosis but ineffective for large kurtosis. Therefore, even though $K = 50$ may be insufficient to accurately estimate the histogram, the QHH outperformed the QHN when the kurtosis is large. The performances of the QHP, which are summarized in Table I, are inferior to the performances of the BH, QHH and QHN. Our conjecture is that the number of intermediate hash vectors in the query is too small to accurately estimate the optimal bandwidth.

Very often, in an MH system, the distortion is unknown. Thus, we evaluated the system performance based on the mixed set, a union of different distortions. In our audio experiments, the QHN and the QHH performed the best, followed by the BH and the QHP. As shown in Fig. 8, to separate the matched and the mismatched pairs, the BH system is required to change a threshold $\tau$ in the hypotheses testing (16) according to distortions. However, the QHH can operate with a fixed threshold, say 620, for various distortions. This results in the performance improvement of the QHH over the BH system in the mixed query. This indicates that the QH system is robust against various kinds of distortions.

B. Video Hashing

The QH and BH systems were evaluated using the video hash DB generated from 300 movie titles of various genres such as drama, humor, action, suspense, etc, which amounts to 388-hours playing time. For video hashing experiments, the hypotheses testing (16) is performed using 9176 matched pairs and 79977419 mismatched pairs. The length of contents in each pair is 10 s.

When extracting the CGO, the frame size of the video data were normalized to $320 \times 200$, and the frame rate was normalized to 10 frame per sec. From each frame, an 8-dimensional CGO vector was extracted by dividing the frame into 4 $\times$ 2 blocks. Thus, the dimensionality of each hash vector is $D = 8$, and the number of hash vectors in the query is $K = 100$. In the BH system, the $(KD = 800)$-dimensional query binary hash vector is matched with an 800-dimensional candidate binary hash vector. Also, in the QH system, the 800-dimensional query quantum hash vector is matched with an 800-dimensional candidate binary hash vector. In addition, we set $\beta = 40$, thus $KD/\beta$ is less than the maximum of 16-bit integer. The following distortions were considered in our video hashing experiments:

1. $BR$: brightness increment by +25%;
2. $FPS$: frame rate change to 15 frame per sec;
3. $CIF$: common interface format (CIF) size $(352 \times 288)$;
4. $CAM$: DA/AD conversion using a projector and a camcorder;
5. $ROT$: rotation by 3 degree;
6. Composite Set 0: histogram equalization + CIF + 256 kb/s lossy compression by DivX codec;
7. Composite Set 1: CAM + ROT + FPS+ CIF + Histogram equalization + 256 kb/s lossy compression by DivX codec;
8. Composite Set 2: CAM + FPS+ CIF + Histogram equalization + 256 kb/s lossy compression by DivX codec;
9. Composite Set 3: ROT + FPS+ CIF + Histogram equalization + 256 kb/s lossy compression by DivX codec;
10. Substitution: 1 s of the query video clip is substituted with 1 s-long video clips from another movie + 256 kb/s lossy compression by DivX codec;
11. Fading: faded in from black in the first 5 s part + Faded out to black in the last 5 s part + 256 kb/s lossy compression by DivX codec;
12. FD50, 70, and 90: randomly selected 50, 70, and 90% frames are dropped; dropped frames are interpolated from adjacent frames + 256 kb/s lossy compression by DivX codec.

The mixed query set is a union of the nine distortion sets (BR, FPS, CIF, CAM, ROT, Composite Set 1, Fading, Substitution, FD90). Table II summarizes the EERs for various distortions. Fig. 9 illustrates the DET curves of the QH and BH.

\footnotesize
3Examples of distorted video clips are available at http://mmp.kais.ac.kr/qh
systems. Fig. 10 illustrates the histograms of the dissimilarity $\Gamma_{\mathcal{F}}(\tilde{q}_K, \tilde{c}_{K,J})$ in (17) computed using matched and mismatched pairs of the video data. In these experiments, we set $I = 0.8$.

The CGO is based on the gradient orientation, thus it is robust against $BR$, $FPS$, and $CIF$ as shown in Fig. 9(a)-(c). The CGO is known not to be robust against rotation since the gradient orientation is sensitive to rotation. Therefore, as shown in Fig. 9(e) and Table II, the BH system did not perform well for $ROT$.

For $BR$, $FPS$, $CIF$, $Substitution$, $Fading$, $FD50$, $FD70$, and $FD90$, as shown in Fig. 9(a)-(c), (j)-(n), both the BH and the QH performed well, and the performance improvement of the QH system over the BH system is not significant. When the query is seriously distorted by $CAM$, $ROT$, $Composite Set 0$, $1$, $2$, and $3$, the QH system outperformed the BH system as shown in Fig. 9(a), (d)-(i). Using the QHH, the EER was reduced from 8.71% to 6.95% for $CAM$, from 3.66% to 2.78% for $ROT$, from 9.92% to 6.43% for $Composite Set 0$, from 8.71% to 6.95% for $Composite Set 1$, from 1.84% to 1.20% for $Composite Set 2$, and from 6.43% to 4.91% for $Composite Set 3$, as shown in Table II. These results indicate that the proposed QH system is more robust against serious distortions than the BH system.

Unlike the audio hashing experiments, the QHN performed the worst for all cases as shown in Table II. The reason for this can be found in Fig. 6, where the kurtosis of the $e_d[k]$ is much larger than 0 (also much larger than the kurtosis of audio distortions), thus the normal distribution leads to an inappropriate model of $p_{e_d}(x)$.

C. EERs versus $l$

In Fig. 11(a), $x^l$ is plotted for $0 \leq x \leq 1$ and $l = 0.5$, 0.8 and 1.5, and Fig. 11(b) illustrates the difference $(x^l - x)$. As shown in Fig. 11(b), using different $l$ increases $x^l$ over $x$ in different ways, which leads to different EERs versus $l$ in our
Fig. 10. Quantum video hashing: the histograms of the dissimilarity $\Gamma_{\|q_k - c_{k,j}\|}$ in (17) computed using matched and mismatched pairs. (a) BR. (b) FPS. (c) CIF. (d) CAM. (e) ROF. (f) Composite Set 0. (g) Composite Set 1. (h) Composite Set 2. (i) Composite Set 3. (j) Substitution. (k) Fading. (l) FD50. (m) FD70. (n) FD90. (o) Mixed Query.

experiments. Fig. 12 illustrates the EERs versus $l$ in experiments using mixed query. In both audio and video experiments, the minimum EER was achieved when $l = 0.8$. In our experiments, $l = 0.8$ outperformed other $l$ values, and we have found that the performance is relatively insensitive to $l$. Depending on the type of intermediate hash, the free-parameter $l$ should be tuned to different intermediate hash.

D. Computational Time

In the MH system, the DB search system retrieves candidate binary hash vectors in the DB, and an accept/reject decision is made for each binary hash vector. Fig. 13 illustrates the average computational times of the BH and QHH systems versus the number of accept/reject decision makings which is equivalent to the number of 800-bit candidate binary hash vectors: for each query, the number of candidate binary hash vectors is varied from 0 to 30,000. The average computational times in Fig. 13 were obtained from 2000 queries using Intel Core2Quad 2.50 GHz CPU with 2 GB RAM. As shown in Fig. 13, the increment in computational time of the QHH over the BH does not increase as the number of decision makings. The marginal increment in computational time is due to 1) estimating the probability in (26) and 2) computing $\psi_j^d[k]$ and $\psi_{j,d}^d[k]$ for $k = 0, 1, \ldots, K - 1$ and $d = 0, 1, \ldots, D - 1$ as mentioned in Section II-B2.

E. Performance With Nonattack Scenario

The proposed QH algorithm was developed assuming certain distortion in the query. When the query is not distorted, the Hamming distance between the BH vectors from the query and its true-underlying content in the DB equals 0. Thus, using the BH system, the accept/reject decision can be made by comparing the Hamming distance to a zero threshold ($\tau = 0$). In the audio hashing experiment with no distortion, EER=0% was obtained for the BH, QHH, and QHN: both the BH and QH performed equally well. However, in the video hashing experiment...
with no distortion, the EER of the BH system was 3.48E-06% while that of the QHH system was 1.31E-01%. In the nonattack scenario, the true PDF of the distortion $p_{e,d}(x)$ is a delta function since $e_{d,k} = 0$ for all $d$ and $k$. When $p_{e,d}(x)$ is a delta function, the dissimilarity $\gamma(d[k], c_d[j])$ becomes the Hamming distance as follows:

$$\gamma(d[k], c_d[j]) = \begin{cases} (1 - P(c_d[k] > v - \kappa))^{1/2}, & \text{if } c_d[j] = 0 \\ P(c_d[k] > v - \kappa)^{1/2}, & \text{otherwise} \end{cases}$$

$$= \begin{cases} 0 & \text{if } v < \kappa \\ 1 & \text{if } c_d[j] = 0 \\ 0 & \text{if } v ≥ \kappa \text{ otherwise} \end{cases}$$

$$= \begin{cases} 0 & \text{if } b_d[k] = 0 \\ 1 & \text{if } b_d[k] = 1 \text{ otherwise} \end{cases}$$

since $b_d[k] = f^*(v_d[k] = v)$ is 1 if $v ≥ \kappa$ and 0 otherwise. The dissimilarity in (27) is identical to the Hamming distance, which indicates that the QH system is identical to the BH system when $p_{e,d}(x)$ is a delta-function. As mentioned above, the true PDF $p_{e,d}(x)$ is a delta-function under nonattack scenario, thus the BH system outperformed the QHH system. A possible remedy for the QHH system under the nonattack scenario is to first compute the Hamming distance between the query and a candidate from the DB. Then, if the Hamming distance is 0, the system accepts the candidate as the query; otherwise, the system makes the accept/reject decision with the dissimilarity computed using the QH system. With such a remedy, we could reduce the EER of the QH system to 3.48E-06%, which is identical to the EER of the BH system.

### V. Conclusion

In this paper, we considered an MH system based on quantum hash. The PDF of the intermediate hash difference is estimated from query intermediate hash, and it is used to represent the

---

**TABLE II**

<table>
<thead>
<tr>
<th>Proposed (Normal)</th>
<th>Proposed (Histogram)</th>
<th>Proposed (Parzen)</th>
<th>Binary Hashing</th>
</tr>
</thead>
<tbody>
<tr>
<td>BR</td>
<td>9.22E+00</td>
<td>2.99E-01</td>
<td>2.07E-01</td>
</tr>
<tr>
<td>FPS</td>
<td>9.54E+00</td>
<td>1.75E-01</td>
<td>1.20E-01</td>
</tr>
<tr>
<td>CIF</td>
<td>9.12E+00</td>
<td>2.22E-01</td>
<td>1.20E-01</td>
</tr>
<tr>
<td>CAM</td>
<td>1.14E+01</td>
<td>9.81E-01</td>
<td>9.37E-01</td>
</tr>
<tr>
<td>ROT</td>
<td>1.12E+01</td>
<td>2.78E+00</td>
<td>3.02E+00</td>
</tr>
<tr>
<td>Composite Set 0</td>
<td>1.09E+01</td>
<td>6.43E-01</td>
<td>5.45E-01</td>
</tr>
<tr>
<td>Composite Set 1</td>
<td>1.38E+01</td>
<td>6.95E+00</td>
<td>6.93E+00</td>
</tr>
<tr>
<td>Composite Set 2</td>
<td>1.15E+01</td>
<td>1.20E+00</td>
<td>1.22E+00</td>
</tr>
<tr>
<td>Composite Set 3</td>
<td>1.32E+01</td>
<td>4.91E+00</td>
<td>4.70E+00</td>
</tr>
<tr>
<td>Fading</td>
<td>1.09E+01</td>
<td>3.18E-01</td>
<td>2.20E-01</td>
</tr>
<tr>
<td>FDS50</td>
<td>9.83E+00</td>
<td>2.18E-01</td>
<td>1.45E-01</td>
</tr>
<tr>
<td>FDS70</td>
<td>9.7E+00</td>
<td>2.51E-01</td>
<td>1.85E-01</td>
</tr>
<tr>
<td>FDS90</td>
<td>1.16E+01</td>
<td>7.19E-01</td>
<td>9.15E-01</td>
</tr>
<tr>
<td>Substitution</td>
<td>1.07E+01</td>
<td>3.17E-01</td>
<td>2.18E-01</td>
</tr>
<tr>
<td>Mixed Query</td>
<td>1.10E+01</td>
<td>2.10E+00</td>
<td>2.27E+00</td>
</tr>
</tbody>
</table>

---

**Fig. 11.** $x^t$ and $x^t - x$ for $0 ≤ x ≤ 1$. (a) Illustration of $x$ versus $x^t$ when $0 ≤ x ≤ 1$. (b) Illustration of $x^t - x$ when $0 ≤ x ≤ 1$.

**Fig. 12.** EERs of the mixed query experiments versus $l$: QHN and QHH are used for audio and video experiments, respectively.

**Fig. 13.** The average computational times of the BH and QHH systems versus the number of make accept/rejection decision makings which is equivalent to the number of candidate binary hash vectors: the 800-bit candidate binary hash vectors are used to measure the computational time.
uncertainty of the binary hash value is either 0 or 1. Our experimental results have shown that the QH system improves the robustness against serious distortions.

The intermediate hash values in our experiments are distributed around the origin, thus small distortions can cause the binary hash value of the query to be different from that of the original. In the BH system, the dissimilarity between two multimedia contents are computed in a manner that all binary hash values are equally contributing to the dissimilarity based on the Hamming distance. However, in the QH system considered, the dissimilarity between two multimedia contents are computed by considering the probability that the binary hash values of its true-underlying content is either 0 or 1. By considering these probabilities, the QH system outperformed the BH system as shown in Figs. 7 and 9.

The QH system does not significantly outperform the BH system when the distortion is not severe. As the distortion becomes severe, the performance gain of the QH system over the BH system becomes significant. In our experiments, the CGO is robust against various distortions, but since it is based on the gradient orientation, its performance degrades when the query is distorted by rotation. Also in the composite distortion, the CGO does not perform well. In such cases, the proposed QH system, which is a coding scheme with statistical analysis on the distortion, improved the performance of the system. If a feature vector is robust against all possible distortions, then we would not need a system such as ours. Unfortunately, a feature vector that is robust against all possible distortions has not been found yet. In the meanwhile, the robustness of a BH system can be improved using the proposed QH algorithm, which is a soft decoding based on distortion modeling. As shown in our experiments, the robustness of the MH system against such distortions can be improved by the proposed QH system with properly estimated the distortion PDF. One contribution of this paper is to find the soft decoding based on the distortion modeling that can improve the robustness of the BH system. Our future work will focus on better modeling on the distortions and fast DB search using graph decoding.

APPENDIX

NSSM: Let $P_m[k]$ be the short-time power spectrum of an audio signal at frequency bin $m$ of the $k$th frame for $k = 0, 1, \ldots, K - 1$ and $m = 0, 1, \ldots, M - 1$, where $K$ and $M$ are the number of frames and the number of frequency bins, respectively. In addition, let $C_d$ be the index of the first frequency bin in the $d$th critical band. The first-order moment $\xi_d[k]$ of $P_m[k]$ in the $d$th critical band is given by

$$\xi_d[k] = \frac{C_{d+1} - 1}{\sum_{m=C_d}^{C_{d+1}-1} m P_m[k]}.$$  \hspace{1cm} (28)

Then, $\xi_d[k]$ is normalized as follows:

$$\eta_d[k] = \frac{\xi_d[k] - \bar{\eta}_d}{\bar{\xi}_d}.$$

where

$$\bar{\mu}_d = \frac{1}{K} \sum_{k=0}^{K-1} \xi_d[k],$$

$$\bar{\sigma}_d = \left( \frac{1}{K} \sum_{k=0}^{K-1} \xi_d^2[k] - \bar{\mu}_d^2 \right)^{1/2}.$$  \hspace{1cm} (31)

CGO: Lee and Yoo [20] proposed the block-wise CGO for video identification. The block-wise CGO is extracted as follows:

1) Resample the video into 10 frame per sec (fps).
2) Divide the each frame into $D$ blocks
3) Extract the gradient orientations from all pixels, and let $r[x, y, k]$ and $\theta[x, y, k]$ be the gradient magnitude and orientation of pixel $[x, y]$ in the $k$th frame, respectively
4) The CGO of the $d$th block $C_d$ in the $k$th frame is computed as follows:

$$\zeta_d[k] = \frac{1}{\pi} \sum_{[x, y] \in C_d} r[x, y, k] \theta[x, y, k].$$  \hspace{1cm} (32)
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