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ABSTRACT

This paper considers underdetermined blind source separation of super-Gaussian signals that are convolutively mixed. The separation is performed in three stages. In the first stage, the mixing matrix in each frequency bin is estimated by the proposed single source detection and clustering (SSDC) algorithm. In the second stage, by assuming complex-valued super-Gaussian distribution, the sources are estimated by minimizing a mean-square-error (MSE) criterion. Special consideration is given to reduce computational load without compromising accuracy. In the last stage, the estimated sources in each frequency bin are aligned for recovery. In our simulations, the proposed algorithm outperformed conventional algorithm in terms of the mixing-error-ratio and the signal-to-distortion ratio.

1. INTRODUCTION

A blind source separation (BSS) system recovers unobserved sources from a number of observed mixtures without knowing the mixing system [1–4]. This paper considers the separation of super-Gaussian source signals that are convolutively mixed, and the number of sources is assumed larger than the number of mixtures. The considered BSS system is characterized as underdetermined and convolutive.

Many convolutive BSS systems have been proposed in the past, and generally, separation is performed in the Fourier domain such that convolutive BSS problem can be considered as an instantaneous BSS problem [2]. In each frequency bin, independent component analysis (ICA) can be employed after which appropriate component alignment must be carried out. This alignment is often referred to as solving the permutation problem [5].

When the number of the sources is larger than that of the mixtures, the ICA cannot be applied since the sources cannot be directly obtained, and most conventional algorithms assume additional constraints [4].

The convolutive and underdetermined BSS problem is recognized as a challenging task. The time-frequency(T-F) masking [6–8] algorithm is widely used in this case. The algorithm assumes that at most one of the sources is active in a particular T-F point (disjoint region), and this assumption is unrealistic since these points are often scarce in reality. As the number of sources increases, such non-disjoint regions also increase and this situation may lead to poor performance. Another popular approach is based on a maximum a posteriori (MAP) estimator [9]. It also assumes that the sources follow Laplacian distribution and separates the sources by $l_1$-norm minimization.

In this paper, an underdetermined convolutive BSS algorithm which can -to a certain degree- overcome the limitations mentioned above is proposed. A novel framework for estimating the mixing matrix and a minimum mean-square-error (MMSE) based approach for source estimation are involved in the algorithm. The algorithm consists of three stages and performs in the T-F domain. The mixing matrix in each frequency bin is estimated by the considered single source detection and clustering (SSDC) algorithm in the first stage. The sources are estimated by proposed MMSE-based algorithm requiring low computational load in the second stage. The source coefficients in T-F domain are assumed to follow complex-valued super-Gaussian distribution. Since these two stages are performed in each frequency bin, the permutation ambiguities among the frequency bins should be solved. Therefore, the estimated sources in each frequency bin are aligned in last stage.

The rest of the paper is organized as follows. Section 2 briefly describes problem formulation of the underdetermined convolutive BSS. Section 3 describes the proposed algorithm and its subsections describe each of three stages. A number of experimental results are presented and discussed in Section 4. Finally, Section 5 concludes this paper.

2. PROBLEM FORMULATION

In this section, the problem which the underdetermined convolutive BSS considers and the assumptions made to tackle this problem is described.
2.1. Problem description

Let $N$ source signals $s_i[n]$ be convolutively mixed and observed at $M$ sensors $x_j[n]$ for $i = 1, \ldots, N$ and $j = 1, \ldots, M$ such that

$$x_j[n] = \sum_{i=1}^{N} h_{ji}[l] s_i[n-l]$$

$$= \sum_{i=1}^{N} s_{ji}^\text{img}[n],$$

where $h_{ji}[n]$ and $s_{ji}^\text{img}[n]$ are the impulse response from the $i$th source to the $j$th sensor and the spatial image of the $i$th source on the $j$th channel, respectively. Assume that $N$ is known with $M < N$. The objective is to estimate $s_{ji}^\text{img}[n]$ from $x_j[n]$ for $j = 1, \ldots, M$.

In the T-F domain, convolutive mixtures can be approximated as instantaneous mixtures in each frequency bin:

$$X[\tau,k] = \begin{pmatrix} H_{11}[k] & \cdots & H_{1N}[k] \\ \vdots & \ddots & \vdots \\ H_{M1}[k] & \cdots & H_{MN}[k] \end{pmatrix} \begin{pmatrix} S_1[\tau,k] \\ \vdots \\ S_N[\tau,k] \end{pmatrix},$$

(3)

where $X[\tau,k] = [X_1[\tau,k], \ldots, X_M[\tau,k]]^T$ is the vector of the short-time Fourier transform (STFT) coefficients of the $M$ mixtures, and $S_i[\tau,k]$ is the STFT coefficient of $s_i[n]$ at time frame $\tau$ and frequency bin $k$. Here, $H_{ji}[k]$ is the frequency response of $h_{ji}[n]$. To estimate $s_{ji}^\text{img}[n]$, Equation (3) can be rewritten as follows:

$$X[\tau,k] = \begin{pmatrix} H_{11}[k] & \cdots & H_{1N}[k] \\ H_{j1}[k] & \cdots & H_{jN}[k] \\ \vdots & \ddots & \vdots \\ H_{M1}[k] & \cdots & H_{MN}[k] \end{pmatrix} \begin{pmatrix} H_{ji}[k]S_1[\tau,k] \\ \vdots \\ H_{ji}[k]S_N[\tau,k] \end{pmatrix}$$

(4)

$$= A[k]^H S_{ji}^\text{img}[\tau,k],$$

(5)

where $S_{ji}^\text{img}[\tau,k] = [S_{ji}^\text{img}[\tau,k], \ldots, S_{ji}^\text{img}[\tau,k]]^T$ and $S_{ji}^\text{img}[\tau,k]$ is the STFT of $s_{ji}^\text{img}[n]$, since $s_{ji}^\text{img}[n]$ is the inverse-STFT of $H_{ji}[k]s_i[\tau,k]$. Henceforth, the subscript and superscript of $S_{ji}^\text{img}[\tau,k]$ are omitted as $S_{\tau,k}$ for simplicity.

2.2. Assumptions

This paper makes two assumptions about the sources:

1. The sources are mutually independent one another such that

$$p(S_1, \ldots, S_N) = \prod_{i=1}^{N} p(S_i).$$

(6)

2. The number of sources $N$ is known and is larger than the number of observations $M$ ($M < N$).

3. PROPOSED APPROACH

The proposed algorithm consists of three stages as shown in Figure 1. Detailed description of each stage is given in the following subsections.

3.1. Mixing matrix estimation based on SSSD

In the first stage, complex-valued mixing matrix $A[k]$ is estimated for each frequency bin. Conventional algorithm estimates $A[k]$ based on hierarchical clustering [9]. The algorithm proposed in [9] assumes that there are many T-F points where only a single source is active for each source under the sparseness assumption. The T-F points where more than one source is active occur as outliers, and these points lower the estimation accuracy of the column vector. To prevent clustering involving these outliers, additional parameter should be selected well. The proposed algorithm detects T-F points where only one source is active. Given these points, a well-known $k$-means clustering algorithm is applied.

To find a set of T-F points, denoted as $S_{s,k}$ where only a single source is active for each source in the $j$th frequency bin, the single source detection (SSD) algorithm based on the ratio of the T-F transforms is described. The algorithm assumes that there exists at least one pair of two consecutive T-F points of single source occupancy (SSO) for each source in every frequency bin. The mixing matrix is estimated based on the ratio calculated at the T-F points of SSO. The detection is conducted as follows.

For a given $\epsilon > 0$, a set $S_{s,k}$ of T-F points where only a single source is active is detected such that

$$S_{s,k} = \left\{ \tau, k \in \{1, \ldots, M\} \mid \left\| \text{Im}(X_m[\tau,k]X_m^*[\tau+1,k]) - \frac{X_m[\tau,k]}{X_j[\tau,k]X_j^*[\tau+1,k]} \right\| < \epsilon, \right. \text{for } \forall j, m \in \{1, \ldots, M\} \right\},$$

(7)

where $\text{Im}(x)$ denotes the imaginary part of $x$ and $*$ stands for complex conjugation. When the only $i$-th source is ac-
is active, the ratio vector of mixtures is as follows:

\[ \text{ratio vector} = \frac{X_m[\tau, k_1]X_m^*[\tau + 1, k_1]}{X_j[\tau, k_1]X_j^*[\tau + 1, k_1]} \]

where \( X_m \) and \( X_j \) are the complex-valued generalized Gaussian distribution. The phase in the second stage. Here, we assume that \( H_{1i} \) is assumed to be uniformly distributed in \([0, 2\pi)\) and \( H_{2i} \) and \( H_{3i} \) are all zero, then the ratio vectors of the T-F points included in \( S_{x,150} \) can be estimated to be the centroid of the \( i \)th cluster as follows:

\[
\hat{a}_i[k] = \frac{1}{|S_{C_i,k}|} \sum_{[\tau,k] \in S_{C_i,k}} \frac{X[\tau,k]}{X_j[\tau,k]},
\]

where \(|S_{C_i}|\) represents the number of the points in the class for \( i = 1, \ldots, N \).

The amplitude envelope of the three sources and detected T-F points of SSO in the frequency bin \( k = 150 \) are shown in Figure 2 (a) and (b), respectively. It shows that when one source is considerably more dominant than the others, these points are considered as \( S_x \); in other words, SSI = 1. Figure 3 (a) illustrates the scatter plot of ratio vectors of the whole T-F points in \( k = 150 \). In Figure 3 (b), the ratio vectors of the T-F points included in \( S_{s,150} \) are illustrated. The scatters are concentrated around true ratio of \( a_i[k] \) when the SSD algorithm is applied. It leads to a good estimation of \( A[k] \).

When SSO does not exist in a particular frequency bin, the algorithm cannot estimate the mixing matrix, but this rarely happens and the conventional algorithm proposed in [9] is employed in those frequency bins.

### 3.2. MMSE-based source estimation

Given the estimated mixing matrix \( \hat{A}[\tau] \), we estimate \( S_i[\tau,k] \) in the second stage. Here, we assume that \( S_i[\tau,k] \) follows complex-valued generalized Gaussian distribution. The phase of \( S_i[\tau,k] \) is assumed to be uniformly distributed in \([-\pi, \pi]\) and its magnitude is assumed to be distributed as follows:

\[
p(S_i[\tau,k]) = \frac{\beta^{1/c}}{\Gamma(1/c)} e^{-\beta |S_i[\tau,k]|^c},
\]

where \( \beta \) is a parameter.
where the parameters $c$ and $\beta$ are the shape and the variance of the distribution, respectively. Also, $c, \beta > 0$. When $c = 1$, the distribution is Laplacian and when $c = 2$, it is Gaussian. With decreasing $c$ sparsity increases. In this paper, the source prior is assumed to follow the super-Gaussian, $c > 1$.

Even with the true mixing matrix $A[k]$, the sources cannot be recovered directly since $A[k]$ is not square and there are infinitely many solutions satisfying Equation (5). Based on subspace representation, the sources can be decomposed as follows:

$$S = A^\dagger X + Vz,$$

where $A^\dagger$ is the Moore-Penrose pseudo inverse matrix of $A$, $V$ is an $N \times (N - M)$ matrix whose columns are bases of the nullspace of $A$ and $z$ is an $(N - M) \times 1$ arbitrary vector, respectively. As shown in [4], $A^\dagger X$ indicates the rowspace component of $S$ which can be directly recovered and $Vz$ indicates the nullspace component of $S$ which should be inferred. Here, the problem of estimating $S$ boils down to the problem of estimating $z$.

We estimate the sources by minimizing the following MSE cost function:

$$\hat{S}_{MS} = \arg\min_S E_{p(S|X)}[||S - \hat{S}||^2], \quad \text{s.t. } X = \hat{A}S. \quad (13)$$

As shown in [4], the cost function of $S$ can be expressed as that of $z$ as follows:

$$\hat{z}_{MS} = \arg\min_z E_{p(z|X)}[||z - \hat{z}||^2]. \quad (14)$$

This cost function will be minimized when $\hat{z}$ is equal to the posterior mean,

$$\hat{z}_{MS} = \int z p(z|X)dz. \quad (15)$$

In [4], it is approximated by Monte Carlo integration as follows:

$$\hat{z}_{MS} \approx \frac{1}{J} \sum_{l=1}^{J} z^{(l)}, \quad (16)$$

where $z^{(1)}, \ldots, z^{(J)}$ are $J$ drawn samples from $p(z|X)$. However, when we use the sampling method, the computational load increases exponentially as the dimension of $z$ increases. Rather than using the sampling method, an approximation is used to reduce the computational load.

When $c < 1$, $p(z|X)$ has $NC_M$ non-differentiable local maxima. These maxima are located at $z_{m}^* = 1, \ldots, NC_M$ where $N - M$ components of $S$ are zero. To reduce the computational load of the algorithm, $p(z|X)$ can be approximated as follows:

$$p(z|X) \approx \frac{1}{Z_p} \sum_{m=1}^{NC_M} p(S = A^\dagger X + Vz)\delta(z - z^*_m), \quad (17)$$

where $Z_p = \sum_{m=1}^{NC_M} p(S = A^\dagger X + Vz_m^*)$ and $\delta(\cdot)$ denotes the Dirac delta function.

By Equation (15) and (17), the MMSE estimates of $z$ can be derived as follows:

$$\hat{z}_{MS} \approx \frac{1}{Z_p} \sum_{m=1}^{NC_M} p(S = A^\dagger X + Vz_m^*)z_m^*. \quad (18)$$

Using $\hat{z}_{MS}$, the sources satisfying the MSE criterion, $\hat{S}_{MS}$, can be expressed as

$$\hat{S}_{MS} = A^\dagger X + V\hat{z}_{MS}. \quad (19)$$

### 3.3. Permutation alignment and scaling ambiguity

Now the estimated sources in each frequency bin must be aligned. Clustering-based method using the correlation between adjacent frequency bins [7] is considered. The scaling ambiguity can be ignored since the components of the $j$th row of $A$ are set to 1 in Equation (5).

### 4. EXPERIMENT

In this section, the evaluation criteria is explained and simulation results for benchmark dataset are reported.

### 4.1. Evaluation criteria

We used the evaluation criteria introduced in [10] and [11] for measuring the performance of estimating the mixing matrix and sources. The estimated $ith$ column vector of $A$ can be decomposed as

$$\hat{a}_i = a_i^{coll} + a_i^{orth}, \quad (20)$$

where $a_i^{coll}$ and $a_i^{orth}$ denote collinear and orthogonal components of $a_i$, respectively. They can be computed by least squares projection. Based on the decomposition of $\hat{a}$, the mixing-error-ratio (MER) is defined as

$$\text{MER}_i = 10 \log \frac{||a_i^{coll}||^2}{||a_i^{orth}||^2}. \quad (21)$$

For convolutive mixtures, the MER in each frequency bin $k$ is computed and averaged over all frequency bins.

The estimated source image can be decomposed as

$$s_{ji}^{\text{interf}}[n] = s_{ji}^{\text{img}}[n] + e_{ji}^{\text{spat}}[n] + e_{ji}^{\text{interf}}[n] + e_{ji}^{\text{artif}}[n], \quad (22)$$

where $s_{ji}^{\text{img}}[n]$ is the estimated image, $e_{ji}^{\text{spat}}[n]$ is the spatiotemporal error, $e_{ji}^{\text{interf}}[n]$ is the interframe error, and $e_{ji}^{\text{artif}}[n]$ is the artificial error.
where $s_{ji}^{\text{img}}[n]$ is the true source image and $e_{ji}^{\text{spat}}[n]$, $e_{ji}^{\text{interf}}[n]$ and $e_{ji}^{\text{artif}}[n]$ are error components caused by spatial distortion, interference and artifacts, respectively. Performance measures of estimating sources, the source-image-to-spatial distortion-ratio (ISR), the source-to-interference ratio (SIR) and the source-to-artifacts ratio (SAR) are defined as follows:

$$\text{ISR}_i = 10 \log \frac{\sum_{n=1}^{M} \sum_{n} s_{ji}^{\text{img}}[n]^2}{\sum_{n=1}^{M} \sum_{n} e_{ji}^{\text{spat}}[n]^2},$$

(23)

$$\text{SIR}_i = 10 \log \frac{\sum_{n=1}^{M} \sum_{n} (s_{ji}^{\text{img}}[n] + e_{ji}^{\text{spat}}[n])^2}{\sum_{n=1}^{M} \sum_{n} e_{ji}^{\text{interf}}[n]^2},$$

(24)

$$\text{SAR}_i = 10 \log \frac{\sum_{n=1}^{M} \sum_{n} (s_{ji}^{\text{img}}[n] + e_{ji}^{\text{spat}}[n] + e_{ji}^{\text{interf}}[n] + e_{ji}^{\text{artif}}[n])^2}{\sum_{n=1}^{M} \sum_{n} e_{ji}^{\text{artif}}[n]^2},$$

(25)

and

$$\text{SDR}_i = 10 \log \frac{\sum_{n=1}^{M} \sum_{n} s_{ji}^{\text{img}}[n]^2}{\sum_{n=1}^{M} \sum_{n} (e_{ji}^{\text{spat}}[n] + e_{ji}^{\text{interf}}[n] + e_{ji}^{\text{artif}}[n])^2}.$$  

(26)

The overall evaluation criterion, the signal-to-distortion ratio (SDR) is defined as

$$\text{SDR} = 10 \log \frac{\sum_{n=1}^{M} \sum_{n} s_{ji}^{\text{img}}[n]^2}{\sum_{n=1}^{M} \sum_{n} (e_{ji}^{\text{spat}}[n] + e_{ji}^{\text{interf}}[n] + e_{ji}^{\text{artif}}[n])^2}.$$  

(27)

### 4.2. Experimental setups and SISEC 2008 dataset

Experiment is performed on publicly available benchmark dataset organized in the Signal Separation Evaluation Campaign (SiSEC 2008) [11]. The first development data-set in ”Under-determined speech and music mixtures” that includes 20 different sets of (synthetic/live recording) mixtures with varying type, reverberation time and microphone spacing is used. Here, we used 16 sets of speech sources. In Table 1, the experimental conditions are described.

Experimental results of synthetically mixed data and live recording data are shown in Table 2 and 3, respectively. The proposed algorithm was compared to the conventional algorithm based on the MAP-based approach [9]. Five averaged measures of both proposed and conventional algorithms are shown in Table 2. Since there is no information about the mixing parameters in the live recording data, four averaged measures except MER are shown in Table 3. As shown, the proposed algorithm estimated the mixing matrices and separated the sources better than the conventional algorithm. As for computational loads, the proposed algorithm coded in MATLAB separated the mixtures in 4 minutes ($N = 3$ sources) for 10 second mixture. Considering that the sampling method takes more than an hour, the computational time has been dramatically reduced.

### 5. CONCLUSION

This paper considers the problem of blindly separating the sources of super-Gaussian distribution from underdetermined convolutive mixtures. In this paper, a novel algorithm which consists of three stage is proposed. In the first stage, the mixing matrix in each frequency bin is estimated by proposed SSDC algorithm. The proposed algorithm has fewer parameters to tune and its performance is better than that of conventional algorithm. In second stage, given the estimated mixing matrix, the sources which follow super-Gaussian prior are estimated by minimizing the MSE criteria. In the last stage, the permutation between frequency bins is aligned.

Simulation results show that the proposed algorithm estimated the mixing matrix with higher MER and separates super-Gaussian sources with higher SDR than the conventional algorithm.
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### Table 2. Performance measure on synthetically mixed data

<table>
<thead>
<tr>
<th>Type</th>
<th>female3</th>
<th>male3</th>
<th>female4</th>
<th>male4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>130ms</td>
<td>250ms</td>
<td>130ms</td>
<td>250ms</td>
</tr>
<tr>
<td>RT@5m</td>
<td>5cm</td>
<td>1m</td>
<td>5cm</td>
<td>1m</td>
</tr>
<tr>
<td>SDR</td>
<td>Proposed</td>
<td>7.21</td>
<td>3.93</td>
<td>5.35</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>2.77</td>
<td>0.94</td>
<td>5.47</td>
</tr>
<tr>
<td>ISR</td>
<td>Proposed</td>
<td>11.95</td>
<td>7.75</td>
<td>6.76</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>7.38</td>
<td>4.07</td>
<td>3.82</td>
</tr>
<tr>
<td>SIR</td>
<td>Proposed</td>
<td>11.11</td>
<td>6.72</td>
<td>4.83</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>6.84</td>
<td>3.94</td>
<td>2.46</td>
</tr>
<tr>
<td>SAR</td>
<td>Proposed</td>
<td>11.08</td>
<td>10.58</td>
<td>6.48</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>4.81</td>
<td>2.25</td>
<td>1.37</td>
</tr>
<tr>
<td>MER</td>
<td>Proposed</td>
<td>20.19</td>
<td>16.99</td>
<td>14.84</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>17.20</td>
<td>14.24</td>
<td>13.26</td>
</tr>
</tbody>
</table>

### Table 3. Performance measure on live recording data

<table>
<thead>
<tr>
<th>Type</th>
<th>female3</th>
<th>male3</th>
<th>female4</th>
<th>male4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>130ms</td>
<td>250ms</td>
<td>130ms</td>
<td>250ms</td>
</tr>
<tr>
<td></td>
<td>5cm</td>
<td>1m</td>
<td>5cm</td>
<td>1m</td>
</tr>
<tr>
<td>SDR</td>
<td>Proposed</td>
<td>6.00</td>
<td>5.45</td>
<td>4.25</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>4.00</td>
<td>2.63</td>
<td>2.17</td>
</tr>
<tr>
<td>ISR</td>
<td>Proposed</td>
<td>10.37</td>
<td>9.12</td>
<td>9.26</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>5.89</td>
<td>6.62</td>
<td>4.70</td>
</tr>
<tr>
<td>SIR</td>
<td>Proposed</td>
<td>9.58</td>
<td>8.43</td>
<td>7.10</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>9.97</td>
<td>10.25</td>
<td>7.30</td>
</tr>
<tr>
<td>SAR</td>
<td>Proposed</td>
<td>4.88</td>
<td>5.69</td>
<td>4.62</td>
</tr>
</tbody>
</table>


